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This map shows only some of the specific AI regulation that is emerging around the globe. Other existing 
regulation (adjacent legislation), such as discrimination legislation and data privacy, also applies to AI. This 

global map focuses on key regulation, with further detail in our regional maps. 

Evolving AI Regulation Across the Globe

International 
Hiroshima International Guiding Principles on AI – October 2023
Guidelines for secure AI system development – November 2023
Bletchley Declaration by Countries Attending the AI Safety 
Summit – November 2023
ASEAN Guide on AI Governance and Ethics – February 2024
G7 Declaration on the use of AI – March 2024
UN Resolution on Artificial Intelligence Safety – March 2024
Joint International Cybersecurity Regulators: Deploying AI 
Systems Securely – April 2024
OECD: Updated Principles on AI – May 2024
Frontier AI Safety Commitments from AI Seoul Summit – 
May 2024
UN Global Digital Compact – September 2024
Further resources 
Global: OECD AI Policy Observatory

EU 

■ UAE Charter for the Development & Use of Artificial 
Intelligence – July 2024

■ Dubai AI Ethics Principles & Guidelines
■ Saudi Arabia SDAIA Guidance on Generative AI – 

January 2024
■ Qatar Guidelines for Secure Adoption and Usage of 

Artificial Intelligence – June 2024

GCC

■ AI Liability Directive – proposed 2022
■ Artificial Intelligence Act – July 2024 
■ Council of Europe Framework Convention 

on artificial intelligence, human rights, 
democracy and the rule of law – proposed 
March 2024, adopted May 2024, signed 
September 2024

■ AI Pact – signed September 2024

France
■ CNIL FAQs on deploying 

generative AI systems – 
July 2024

Germany
■ AI Action Plan – November 

2023
■ White paper on transparency 

of AI systems – August 2024

UK
■ Policy paper on AI: A pro-innovation approach – 

February 2024
■ Large language models and generative AI – 

February 2024
■ AI Safety Institute Inspect platform – May 2024

 Norway 
■ National digitalization strategy 

towards 2030 – September 2024

 China
■ Interim Measures for the Management of Generative Artificial Intelligence Services – July 2023
■ Draft Strategy on Security Specifications for Generative AI of Information Security Technology – April 2024 
■ Guidelines for the Construction of a National AI Industry Comprehensive Standardization System (2024 Edition) – July 2024
■ TC260 AI Safety Governance Framework – September 2024

■ Guidance on the Ethical 
Development and Use of 
Artificial Intelligence – 
August 2021

Hong Kong 

United States

Canada 
■ Artificial Intelligence and Data Act Draft – 2022
■ Code of practice on generative AI – September 2023

■ AI regulation proposal – Proposed 2023, 
latest May 2024

■ Brazilian AI Plan 2024-2028 – August 2024

Brazil

India
■ A Complex Adaptive 

System Framework to 
Regulate Artificial 
Intelligence – 
February 2024

Australia
■ Voluntary AI Safety Standard & Proposed Mandatory 

Guardrails for AI in High-Risk Settings – September 2024
■ Digital Platform Regulators Forum working paper on multimodal 

foundation models – September 2024

Argentina 
■ Bill establishing the Federal 

Observatory on Artificial 
Intelligence – July 2024

Spain
■ Agency for the 

Supervision of AI – 
September 2023

■ AI Bill of Rights – 2022
■ Artificial Intelligence Risk Management Framework 

– January 2023
■ Executive Order on the Safe, Trustworthy 

Development and Use of Artificial Intelligence – 
October 2023

■ US AI Safety Institute – November 2023
■ Senate AI Working Group AI Roadmap – May 2024
■ Colorado AI Act – Enacted May 2024 
■ Illinois: HB 3773 on predictive data analytics – 

Enrolled August 2024 
■ California: AI Transparency Act and Generative AI 

Training Data Transparency Act – Enacted 
September 2024

■ Roles and Responsibilities Framework for Artificial 
Intelligence in Critical Infrastructure — 
November 2024

New Zealand
■ Proposed strategic approach to AI in New Zealand 

– August 2024

Italy
■ Draft Law on AI – 

April 2024

Peru 
■ Draft AI Regulation 

– November 2024

Chile
■ Draft AI Regulation 

– May 2024

■ AI Governance Guidelines – 2022 
■ AI Strategy Council's AI Operator 

Guidelines (Draft) – December 2023 
■ AI Safety Institute Guide on Red 

Teaming Methodology on AI Safety – 
October 2024 

 Japan

■ InfoComm Media Development 
Authority GenAI Evaluation Sandbox 
– October 2023

■ AI Verify and IMDA Model AI 
Governance Framework for 
Generative AI – May 2024

 Singapore

■ Consultative body for policy-making on AI – 
November 2023

 South KoreaAfrican Union
■ AUD-NEPAD White Paper: 

Regulation and 
Responsible Adoption of AI 
in Africa Towards 
Achievement of AU 
Agenda 2063 – April 2024

LATAM & Caribbean
■ Cartagena de Indias Declaration for 

Governance, the construction of AI 
Ecosystems and the promotion of AI 
education in an Ethical and 
Responsible manner in Latin America 
and the Caribbean – August 2024

Ireland
■ Ireland: National AI 

Strategy — 
November 2024

https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://www.ncsc.gov.uk/files/Guidelines-for-secure-AI-system-development.pdf
https://asean.org/wp-content/uploads/2024/02/ASEAN-Guide-on-AI-Governance-and-Ethics_beautified_201223_v2.pdf
https://www.gov.uk/government/publications/g7-ministerial-declaration-deployment-of-ai-and-innovation/g7-ministerial-declaration
https://undocs.org/A/78/L.49
https://media.defense.gov/2024/Apr/15/2003439257/-1/-1/0/CSI-DEPLOYING-AI-SYSTEMS-SECURELY.PDF
https://media.defense.gov/2024/Apr/15/2003439257/-1/-1/0/CSI-DEPLOYING-AI-SYSTEMS-SECURELY.PDF
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://www.gov.uk/government/publications/seoul-ministerial-statement-for-advancing-ai-safety-innovation-and-inclusivity-ai-seoul-summit-2024/seoul-ministerial-statement-for-advancing-ai-safety-innovation-and-inclusivity-ai-seoul-summit-2024
https://www.un.org/sites/un2.un.org/files/sotf-the-pact-for-the-future.pdf
https://oecd.ai/en/
https://ai.gov.ae/wp-content/uploads/2024/07/UAEAI-Methaq-EN2-3.pdf
https://ai.gov.ae/wp-content/uploads/2024/07/UAEAI-Methaq-EN2-3.pdf
https://www.digitaldubai.ae/docs/default-source/ai-principles-resources/ai-ethics.pdf
https://sdaia.gov.sa/en/MediaCenter/News/Pages/NewsDetails.aspx?NewsID=248
https://assurance.ncsa.gov.qa/sites/default/files/publications/policy/2024/CSSP_Guidelines_for_Secure_Usage_and_Adoption_of_Artificial_intelligence-Eng-v1.0_2.pdf?csrt=1485093683095070046
https://assurance.ncsa.gov.qa/sites/default/files/publications/policy/2024/CSSP_Guidelines_for_Secure_Usage_and_Adoption_of_Artificial_intelligence-Eng-v1.0_2.pdf?csrt=1485093683095070046
https://oeil.secure.europarl.europa.eu/oeil/popups/ficheprocedure.do?reference=2022/0303(COD)&l=en
https://eur-lex.europa.eu/eli/reg/2024/1689/oj
https://rm.coe.int/0900001680afb122
https://rm.coe.int/0900001680afb122
https://rm.coe.int/0900001680afb122
https://digital-strategy.ec.europa.eu/en/policies/ai-pact
https://www.cnil.fr/en/how-deploy-generative-ai-cnil-provides-initial-clarifications
https://www.cnil.fr/en/how-deploy-generative-ai-cnil-provides-initial-clarifications
https://www.bmbf.de/SharedDocs/Publikationen/de/bmbf/5/31819_Aktionsplan_Kuenstliche_Intelligenz.pdf?__blob=publicationFile&v=7
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/KI/Whitepaper-Transparenz-KI-Systeme.pdf?__blob=publicationFile&v=3
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/KI/Whitepaper-Transparenz-KI-Systeme.pdf?__blob=publicationFile&v=3
https://www.gov.uk/government/consultations/ai-regulation-a-pro-innovation-approach-policy-proposals/outcome/a-pro-innovation-approach-to-ai-regulation-government-response
https://publications.parliament.uk/pa/ld5804/ldselect/ldcomm/54/54.pdf
https://www.gov.uk/government/news/ai-safety-institute-releases-new-ai-safety-evaluations-platform
http://datatilsynet.no/en/regulations-and-tools/sandbox-for-artificial-intelligence
https://www.regjeringen.no/no/tema/statlig-forvaltning/it-politikk/ny-nasjonal-digitaliseringsstrategi/id2982892/
https://www.regjeringen.no/no/tema/statlig-forvaltning/it-politikk/ny-nasjonal-digitaliseringsstrategi/id2982892/
http://www.cac.gov.cn/2023-07/13/c_1690898327029107.htm
https://www.tc260.org.cn/front/bzzqyjDetail.html?id=20240403111401&norm_id=20231220160952&recode_id=54518
https://www.cac.gov.cn/cms/pub/interact/downloadfile.jsp?filepath=NUtqEIwGiCjGm2Bhl20cvL2CmAKYCVmrQlL270nt76382vDlKjPVkcbVig/wS/unRfePXbg3oVrawnwHA0XdpFAfqphfFn00jUfFRLdBE5I=&fText=%E5%9B%BD%E5%AE%B6%E4%BA%BA%E5%B7%A5%E6%99%BA%E8%83%BD%E4%BA%A7%E4%B8%9A%E7%BB%BC%E5%90%88%E6%A0%87%E5%87%86%E5%8C%96%E4%BD%93%E7%B3%BB%E5%BB%BA%E8%AE%BE%E6%8C%87%E5%8D%97%EF%BC%882024%E7%89%88%EF%BC%89
https://www.tc260.org.cn/upload/2024-09-09/1725849192841090989.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
https://www.parl.ca/legisinfo/en/bill/44-1/c-27
https://ised-isde.canada.ca/site/ised/en/voluntary-code-conduct-responsible-development-and-management-advanced-generative-ai-systems
https://www.gov.br/anpd/pt-br/assuntos/noticias/anpd-apresenta-propostas-de-alteracao-do-substitutivo-ao-pl-2338-sobre-inteligencia-artificial/Versao_final_07.05.24_PL_2338_Substitutivo_Comissao_Especial_Propostas_ANPD1.pdf
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/noticias/2024/07/plano-brasileiro-de-ia-tera-supercomputador-e-investimento-de-r-23-bilhoes-em-quatro-anos/ia_para_o_bem_de_todos.pdf/@@download/file
https://eacpm.gov.in/wp-content/uploads/2024/01/EACPM_AI_WP-1.pdf
https://eacpm.gov.in/wp-content/uploads/2024/01/EACPM_AI_WP-1.pdf
https://eacpm.gov.in/wp-content/uploads/2024/01/EACPM_AI_WP-1.pdf
https://eacpm.gov.in/wp-content/uploads/2024/01/EACPM_AI_WP-1.pdf
https://insightplus.bakermckenzie.com/bm/technology-media-telecommunications_1/australia-new-safety-measures-introduced-for-ai
https://insightplus.bakermckenzie.com/bm/technology-media-telecommunications_1/australia-new-safety-measures-introduced-for-ai
https://dp-reg.gov.au/sites/default/files/documents/2024-09/DP-REG%20-%20MFMs%20-%20Examination%20of%20Technology%20working%20paper.pdf
https://dp-reg.gov.au/sites/default/files/documents/2024-09/DP-REG%20-%20MFMs%20-%20Examination%20of%20Technology%20working%20paper.pdf
https://www.faa.gov/uas/faqs/
https://www4.hcdn.gob.ar/dependencias/dsecretaria/Periodo2024/PDF2024/TP2024/3900-D-2024.pdf
https://www4.hcdn.gob.ar/dependencias/dsecretaria/Periodo2024/PDF2024/TP2024/3900-D-2024.pdf
https://www4.hcdn.gob.ar/dependencias/dsecretaria/Periodo2024/PDF2024/TP2024/3900-D-2024.pdf
https://www.hacienda.gob.es/Documentacion/Publico/GabineteMinistro/Notas%20Prensa/2023/CONSEJO-DE-MINISTROS/22-08-23-NP-CM-Estatutos-Agencia-Inteligencia-Artificial.pdf
https://www.hacienda.gob.es/Documentacion/Publico/GabineteMinistro/Notas%20Prensa/2023/CONSEJO-DE-MINISTROS/22-08-23-NP-CM-Estatutos-Agencia-Inteligencia-Artificial.pdf
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.commerce.gov/news/press-releases/2023/11/direction-president-biden-department-commerce-establish-us-artificial
https://www.schumer.senate.gov/imo/media/doc/Roadmap_Electronic1.32pm.pdf
https://leg.colorado.gov/sites/default/files/2024a_205_signed.pdf
https://www.ilga.gov/legislation/BillStatus.asp?DocNum=3773&GAID=17&DocTypeID=HB&SessionID=112&GA=103#top
https://leginfo.legislature.ca.gov/faces/billHistoryClient.xhtml?bill_id=202320240SB942
https://leginfo.legislature.ca.gov/faces/billHistoryClient.xhtml?bill_id=202320240AB2013
https://leginfo.legislature.ca.gov/faces/billHistoryClient.xhtml?bill_id=202320240AB2013
https://www.dhs.gov/publication/roles-and-responsibilities-framework-artificial-intelligence-critical-infrastructure
https://www.dhs.gov/publication/roles-and-responsibilities-framework-artificial-intelligence-critical-infrastructure
https://www.mbie.govt.nz/dmsdocument/28913-approach-to-work-on-artificial-intelligence-proactiverelease-pdf
https://www.governo.it/it/articolo/comunicato-stampa-del-consiglio-dei-ministri-n-78/25501
https://www.faa.gov/uas/faqs/
https://cdn.www.gob.pe/uploads/document/file/6273073/5516872-proyecto-reglamento-ley-31814.pdf?v=1714659628
https://www.faa.gov/uas/faqs/
https://www.camara.cl/verDoc.aspx?prmID=17048&prmTIPO=INICIATIVA
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www8.cao.go.jp/cstp/ai/ai_senryaku/7kai/13gaidorain.pdf
https://www8.cao.go.jp/cstp/ai/ai_senryaku/7kai/13gaidorain.pdf
https://aisi.go.jp/assets/pdf/ai_safety_RT_v1.00_en.pdf
https://aisi.go.jp/assets/pdf/ai_safety_RT_v1.00_en.pdf
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/press-releases/2023/generative-ai-evaluation-sandbox
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/press-releases/2023/generative-ai-evaluation-sandbox
https://aiverifyfoundation.sg/wp-content/uploads/2024/05/Model-AI-Governance-Framework-for-Generative-AI-May-2024-1-1.pdf
https://aiverifyfoundation.sg/wp-content/uploads/2024/05/Model-AI-Governance-Framework-for-Generative-AI-May-2024-1-1.pdf
https://aiverifyfoundation.sg/wp-content/uploads/2024/05/Model-AI-Governance-Framework-for-Generative-AI-May-2024-1-1.pdf
https://www.pipc.go.kr/eng/user/ltn/new/noticeDetail.do?bbsId=BBSMSTR_000000000001&nttId=2352
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://dig.watch/resource/auda-nepad-white-paper-regulation-and-responsible-adoption-of-ai-in-africa-towards-achievement-of-au-agenda-2063
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.minciencia.gob.cl/noticias/subsecretaria-gainza-en-cumbre-de-ia-en-colombia-la-gobernanza-no-es-solo-regulacion-y-marcos-legales-sino-que-principalmente-tiene-que-ver-con-perspectivas-y-principios/
https://www.gov.ie/pdf/?file=https://assets.gov.ie/311540/90ca1742-6a5c-4b24-b712-02d67d1099fa.pdf#page=null
https://www.gov.ie/pdf/?file=https://assets.gov.ie/311540/90ca1742-6a5c-4b24-b712-02d67d1099fa.pdf#page=null


Art 5: violates fundamental rights (e.g., social scoring, facial recognition in 
public, emotion recognition in workplace, biometric categorization using sensitive 
data

Art 6: significant potential harm to health, safety, fundamental rights, 
environment, democracy and the rule of law -  in education, employment, 
critical infrastructure, law enforcement, and AI as a medical device

Art 52: AI systems interacting with humans where there is risk of 
manipulation (e.g., chat bots, deep fakes)

Art 69: Spam filters, video games

Unacceptable 
risk: prohibited

High risk: 
Conformity 

Assessment

Limited risk: 
Transparency

Minimal risk: 
Voluntary code 

of conduct

The EU AI Act targets regulation to assigned risk categories. It identifies four specific 
levels of risk, as well as risks specific to general purpose models:

EU AI Act – risk-based approach

Focus: high-risk systems

Penalties: up to EUR 35 
million or 7% annual 
worldwide turnover



Other Key International Laws to Watch

China’s Interim Measures: 
apply to GAI technologies

African Union’s AI 
Strategy: possible 
unified approach 
across continent

Brazil: proposed AI 
regulation under review

Canada: Artificial Intelligence and Data 
Act under review; would regulate AI at 
federal level; expect provinces to follow



Existing laws

New laws

Regulations

U.S. Enforcement of AI Federal, state regulators using 
existing frameworks to regulate AI 

(privacy, IP, biometrics)

2024: 700+ AI bills considered
2025: already 300+

FTC and State AGs have made 
regulating AI a priority



Changing AI Policy under Trump 
AdministrationExecutive Order 

14110 on Safe, 
Secure, and 
Trustworthy 
Development and 
Use of Artificial 
Intelligence
October 30, 2023

• Reporting requirements for developers of 
certain powerful AI models

• Establishes AI Safety Institute
• NIST to develop guidance on content 

authentication
• Address AI risks on critical infrastructure

Executive Order 
14179 on 
Removing Barriers 
to American 
Leadership In 
Artificial 
Intelligence 
January 23, 2025

• President Trump had previously rescinded 
Executive Order 14110

• Announces policy to “sustain and enhance 
America’s global AI dominance in order to 
promote human flourishing, economic 
competitiveness, and national security”

• Instructs advisors to review measures under 
Biden order for consistency with new policy



Changing AI Policy under Trump 
Administration

Executive Order 14141 
Advancing United States 
Leadership in Artificial Intelligence 
Infrastructure (January 14, 2025)

• Provides streamlined processes for 
leasing federal land for AI data centers 
and clean energy facilities

• Not (yet?) revoked by Pres Trump

Project Stargate
(Announced January 14, 2025)

• New joint venture, touted by Pres 
Trump, to invest $500 bn in new AI 
infrastructure

DeepSeek
(Launched January 10, 2025)

• New Chinese consumer language 
model, whose training costs amounted 
to just $6m

• Developer had stockpiled 10,000 
Nvidia GPUs, which were subsequently 
export-restricted, to train model 

• Italy’s data protection regulator 
(Garante) has blocked DeepSeek, on 
the grounds that it doesn’t disclose its 
data use policies



Existing Legal Frameworks Regulate AI

“Existing legal authorities (e.g., civil rights, 
non-discrimination, fair competition, consumer 
protection laws) apply to the use of automated 
systems and innovative new technologies just 
as they apply to other practices.”

From Oregon AG (December 2024):  
existing state laws apply to AI
 
- Unlawful Trade Practices Act 

prohibits misrepresentations, using 
AI to set unconscionable prices

- Oregon Consumer Privacy Act 
requires disclosure in privacy notice 
of personal data use to train AI 

- Oregon Consumer Information 
Protection Act requires developers 
to safeguard personal information

- Oregon Equality Act prohibits 
discrimination based on protected 
characteristics



Existing Laws and Frameworks
CCPA - Automated Decision-Making Technology 
Regulations 
■ Requires: risk assessment when PI processing presents risk to individual 

(e.g., sensitive PI or use for consequential decision-making)
■ Risk assessment must:

■ Be done within 24 months
■ Be Submitted to CPPA
■ Identify purpose of processing, categories of data, benefits to business, 

negative impact, safeguards
■ Evaluate if benefits outweigh risks, data minimization, reliability, 

retention, third party vendors, logic
■ Additional requirements for high risks (e.g., opt-outs)



Existing Laws and Frameworks
NYC Ordinance on Automated Employment Decision 
Tools ▪ Effective January 1, 2023 

▪ Applies to jobs in NYC, jobs associated with NYC 
office or NYC agency

▪ Applies when tool: (i) uses AI or ML; (ii) helps 
employers make employment decisions; and (iii) 
assists/replaces discretionary decision-making

▪ Requires: 
▪ Candidates must receive notice of AEDT
▪ Annual bias audit by independent auditor; 

summary must be shared publicly
▪ One to watch: Even stricter requirements have been 

proposed in California (AB 2930)



- Effective February 2026
- Focus on consequential decisions that can 

impact individual’s lives
- Applies to high-risk AI systems (used in 

consequential decision-making)
- Requires: 

- Documentation
- Risk Management, Impact Assessments
- Notice; disclosure of consequential 

decisions
- Reporting to AG

New Laws
Colorado AI Law (SB 205)



New Laws
California AI Models Act (SB 1047)

- Vetoed in September 2024
- Focus on models with excessive computing power
- Requires: 

- Written safety and security protocols, including 
measures to protect unauthorized access, misuse

- Risk assessments
- Full shutdown capabilities, reporting of safety 

incidents
- Prohibits models capable of “critical harm”

What’s next: Expect to see laws with a mix of risk-based 
and computing power analysis



Current Enforcement Actions and Regulatory 
Guidance∙ DOJ prosecution of musician charged with music streaming frauded aided by AI

∙ DOJ brief favoring plaintiff accusing hotels of colluding via algorithmic pricing
∙ DOJ updated compliance program guidance for AI risks in new technology
∙ DOJ and FTC action for misrepresentations of AI-powered security software 
∙ FTC order requires online marketer to pay $1M for deceptive claims that AI product 

could make websites compliant
∙ FTC launches Operation AI Comply to crackdown on AI overpromises
∙ FTC action against pharmacy for discrimination in facial recognition security system 
∙ CFPB using FCRA authority to crack down on employer monitoring with AI
∙ SEC charged investment firms for false/exaggerated statements on their AI use 
∙ SEC charged recruitment startup with “AI-washing” fraud
∙ EEOC settled discrimination claim against resume automated screening company
∙ Texas AG settled first healthcare generative AI investigation
∙ Texas AG investigating AI companies over children’s privacy and safety 

https://www.justice.gov/usao-sdny/pr/north-carolina-musician-charged-music-streaming-fraud-aided-artificial-intelligence
https://www.justice.gov/atr/case/richard-gibson-et-al-v-cendyn-group-llc-et-al
https://www.justice.gov/criminal/criminal-fraud/page/file/937501/dl?inline=#:~:text=The%20critical%20factors%20in%20evaluating,the%20remaining%20spectrum%20of%20risks.
https://www.ftc.gov/news-events/news/press-releases/2024/11/ftc-takes-action-against-evolv-technologies-deceiving-users-about-its-ai-powered-security-screening
https://www.ftc.gov/news-events/news/press-releases/2024/09/ftc-announces-crackdown-deceptive-ai-claims-schemes
https://www.consumerfinance.gov/about-us/newsroom/cfpb-takes-action-to-curb-unchecked-worker-surveillance/
https://www.sec.gov/newsroom/press-releases/2024-36
https://www.sec.gov/newsroom/press-releases/2024-70
https://www.eeoc.gov/newsroom/itutorgroup-pay-365000-settle-eeoc-discriminatory-hiring-suit
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